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The dataset & the linear classifier



Question



Question

2 breeds of dogs:

 - Blue: 

tall legs   &    short body

 - Orange: 

short legs &    long body
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Question
Can we separate the two classes?
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Definition

The dataset is linearly separable

Linearly separable =: 

a dataset is said to be linearly 

separable if it is possible to draw a 

straight line (or a hyperplane in 

higher dimensions) that separates 

the different classes in the dataset
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Definition

y = m*x + b
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The dataset is linearly separable

Linearly separable =: 

a dataset is said to be linearly 

separable if it is possible to draw a 

straight line (or a hyperplane in 

higher dimensions) that separates 

the different classes in the dataset



Problem

y = m*x + b

We need a formalized way to find:

y = m*x + b                 y = x + 1

Can we name some features of this line 
wrt the data?
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Problem

y = m*x + b

Can we name some features of this line 
wrt the data?

All points of class ‘Blue’ are on top of the 

line, while all points of class ‘Orange’ are 

under the line.

Let’s formalize!
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Solution

Ax + By + C = 0 ⇔
-By = Ax + C ⇔
y = Ax + C / -B ⇔
y = (-A/B) * x + (-C/B) ⇔
y = mx + b
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Solution

Length

Height

Absolute distance

Ax + By + C = 0 ⇔
-By = Ax + C ⇔
y = Ax + C / -B ⇔
y = (-A/B) * x + (-C/B) ⇔
y = mx + b



Solution
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Ax + By + C = 0 ⇔
-By = Ax + C ⇔
y = Ax + C / -B ⇔
y = (-A/B) * x + (-C/B) ⇔
y = mx + b

Signed distance



Model

Length

Height

Ax + By + c = 0

g(x) = Ax + By + c
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 (n dimensions)

g(x) = wT * x + w
0

g(x) = aT * y (bias trick)



Model
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g(x) is proportional to 
the signed distance!

Ax + By + c = 0

g(x) = Ax + By + c

g(x) = w
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w (n dimensions)

g(x) = wT * x + w
0

g(x) = aT * y (bias trick)



Extras
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https://github.com/boniolp/MSAD

https://pytorch.org/docs/stable/generate
d/torch.nn.functional.linear.html
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https://github.com/boniolp/MSAD
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The training algorithm



The question 
remains

y = x + 1

We need a formalized way to:

y = m*x + b                 y = x + 1

Hint: it’s an optimization problem
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Criterion

We need something to minimize

Try #1:

➔ The number of misclassified 
samples

Is it a good option?



Criterion

➔ Good: It makes sense to 

minimize the number of 

misclassified samples

➔ Bad: The function is 

non-continuous thus 

non-differentiable



Criterion

We need something to minimize

Try #2:

➔ The distance of misclassified 
samples from the classifier

Is it a good option?



Criterion

➔ Good: It makes sense to 

minimize the distance of 

misclassified samples

➔ Good: The function is 

continuous thus 

differentiable



Criterion 
(visualization)



Criterion

What’s the derivative:

➔ The derivative is -y 

(look notes)

Question: 

Why do we need the derivative :/



Gradient descent

What’s the derivative:

➔ The derivative is -y 

(look notes)

Question: 

Why do we need the derivative :/



Gradient descent

What’s the derivative:

➔ The derivative is -y 

(look notes)

Question: 

Why do we need the derivative :/



Gradient descent



What you will implement



Fixed Increment Single-Sample Perceptron



Fixed/Variable Increment Batch Perceptron



Scheduler



TQDM lib



Any questions?
hy473-list@csd.uoc.gr
sylligardos@csd.uoc.gr
despargy@csd.uoc.gr
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